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Abstract—This paper presents a data-driven approach for beautifying freehand sketches. Our
key premise is that the artist-drawn vector can be used to sketch visually appealing shapes,
such as local shapes with a clean appearance and better global visual properties
(e.g., symmetry). However, these merits may not apply to all object categories. In this paper, we
use a neural network to represent local and global merits across different object categories, to
design our beautification method. First, we match sample points between input sketches and the
collected vector shapes using the extracted feature representations. Then, we then design an
optimization problem to ensure resemblance between the deformed sketch and vector shape in
the representation space, while preserving the semantic meaning and style of the original
sketch. Finally, we demonstrate our method on sketches across different shape categories.

Introduction
Sketching has been a major content creation

and communication technique since prehistoric
times. Even today, sketching may be the only
rendering technique readily available to all hu-
mans. Several previous works have investigated
how nonexperts sketch everyday objects [1], [2],
by analyzing freehand sketch databases across
different object categories. These works intend to
identify shared and iconic representations of ob-
jects. Inspired by the availability of large freehand
sketch datasets, Ha et al. [3] proposed sketch-
rnn, an automatic sketching method based on a
recurrent neural network (RNN). However, most
of the sketches drawn by human and automatic

methods [3] are not visually appealing.
Vector drawing is another popular approach to

render abstract shapes. Professional artists usu-
ally create these vector shapes with dedicated
tools such as Adobe Illustrator 1 or Inkscape2.
Vector drawing has the following visual merits:
(i) a clean and sharp visual appearance owing
to the low dimensionality of the use of para-
metric curves, and (ii) better global relationships
between different parts of the shape, such as
symmetric and visual continuity [4]. Given the
wide availability of vector drawings on the inter-

1https://www.adobe.com/products/illustrator.html
2https://inkscape.org/en/
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net, we aimed to determine if the visual merits
could be transferred to freehand sketches? To
answer this question, first, we need to identify
correspondences between the shape of sketches
and vector drawings, to transfer their proper-
ties between them. However, accurately estab-
lishing correspondences between two abstraction
domains is usally difficult. Second, neither the
local nor global merits of vector shapes have
been confirmed to be applicable to different shape
categories.

To address these issues, we propose a novel
data-driven method to automatically beautify the
freehand sketches. We utilize a point-based neural
network [5] to extract features, as local and global
characterizations of sample points in 2D space. To
transfer the clean appearance and superior inter-
part relationships of vector shapes, we have gath-
ered vector shapes in several categories, such as
cat, chair, and airplane from an online repository3.
We ignore the colors of these vector shapes and
focus only on the shape outlines. We extract the
features of sample points from the collected vec-
tor shapes and store them in a reference database.

Our method considers a freehand sketch as
a set of polylines and beautifies it via a series
of steps. We extract the features of the sample
points in the freehand sketch and establish their
correspondences in the reference database. With
the established correspondences thus established,
we formulate an optimization problem to deform
the sketch, with two separate goals: appearance
transfer and shape preservation. We express the
appearance transfer as the similarity between fea-
tures and preserve the local shape of the sketch
to maintain its original semantic meaning and
drawing style.

Related works
Sketching is one of the most fundamen-

tal ways of expressing thoughts. To find the
shared and iconic representations of objects,
previous studies collected numerous sketches
into databases of everyday objects [1], [2]. The
Sketchy database [2] was compiled by asking
crowd workers to sketch particular photographic
objects sampled in 125 categories. Paired pho-
tograph and sketch databases serves as a bench-

3https://www.flaticon.com

mark for sketch image retrieval [2] and sketch-
based image synthesis [6]. Given their simplicity,
sketches are widely adopted in various computer
graphics applications, e.g., 3D shape model-
ing [7] and image synthesis [8].

Unlike other methods that use sketches as a
proxy for other content domains, Ha and Eck [3]
proposed sketch-rnn, which focuses on generating
sketches automatically. They trained the RNN-
based Seq2Seq Variational Autoencoder model on
the QuickDraw4 dataset. The trained model could
generate unlimited sketches by assigning them to
desired categories or providing sketch examples.
However, the generated sketches were usually not
visually appealing, such that there was a need for
sketch beautification.

Many works have explored methods for im-
proving freehand sketches and writing. These
methods can roughly be categorized into rule-
based and example-based methods. Regarding the
rule-based method, the works of [9], [10] explore
automatic techniques for beautifying geometric
drawings by enforcing various relations, and pro-
vide several options for beautification. For the
example-based method, freehand drawings and
sketches can be beautified by converging strokes
to the average form of similar strokes [11], or
clustered and reordered strokes [12]. Zitnick [11]
beautified simple freehand sketch drawings by
converging strokes towards an average of similar
strokes. Limpaecher et al. [13] built an artistic
consensus model based on crowdsourced data and
used it to interactively correct sketch drawings.
Lu et al. [14] transferred styles from different
strokes to auxiliary stylus trajectory data. More-
over, Baran et al. [15] smoothed the sketches
using various curves, such as clothoid curves,
while maintaining the user’s intended meaning.

Our method is inspired by research on neural
network interpretability and understanding [16],
[17]. Mahendran et al. [16] aimed to reconstruct
an image using feature maps in a convolutional
neural network. They optimized a function by
comparing the image representation with a natural
image prior. Unlike previous works, our method
uses the feature representation of vector shapes as
a reference, and employs a similar optimization
function to improve the input sketch appearance.

4http:\https://quickdraw.withgoogle.com
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Method
Figure 1 illustrates the overview of our

method. We first focus on a specific type of
object, e.g., a cat, dog, or airplane. The input
sketch S is represented as a set of polylines,
i.e., S = {L0, L1, ..., Ln}. Meanwhile, we
collect a set of vector graphical shapes VG =
{G0,G1, ...,Gm} that belong to the same object
category. The shape in VG is composed of
continuous curves and formatted as SVG 1.1. We
ignore all of the properties of the shape, such as
color and curve thickness. We preprocess each of
the shapes G ∈ VG by subsampling the curves
and convert them also into a set of unordered 2D
points, i.e., G = {q0, q1, ..., qn}.

We formulate the problem for beautifying the
input sketch S as a sketch deformation optimiza-
tion in the representation space (Figure 1). Our
method leverages the neural network architecture
PointNet [5] to obtain the neural feature repre-
sentations of each sample point. We designed our
method as a two-step approach. First, we match
each sample point in S with the sample point in
VG using the extracted feature representations.
Then, we design an optimization problem to
deform the original sketch, so that it resembles
the neural representation in VG.

Point feature and correspondence
In this section, we discuss the neural feature

representation used for each sample point, and
how to use them to match sample points. With
the recent rapid developments in 3D point-cloud
classification and segmentation [5], deep learning
based architectures have proved to be effective for
describing both the local and global properties
of unstructured data. Among the architectures,
we choose PointNet [5] because of its simplicity
and powerful feature representation, which can
encode both local and global structures.

PointNet The PointNet architecture for feature
representation extraction is illustrated in Figure 2.
PointNet is designed to consider unordered point
sets as input data, and performs object classifi-
cation and semantic segmentation tasks. Its key
elements are as follows : a max-pooling layer,
used as a symmetric function to aggregate infor-
mation from all input points; a local and global
information-based structure; and two alignment

networks that align both input points and point
representations. In our work, we leverage the
benefit of local and global combination structures
to extract a meaningful sample point feature.
To obtain a useful feature representation that
captures both the local and global properties of a
sketch, we train the network to perform a sketch
classification task. We use all of the sketches in
the Sketchy dataset [2], across 125 categories,
as training data. After training, we discard the
final prediction layer in the network and use
the network as a feature representation extractor
(Figure 2).

We extract the features for both the sketch S
and the vector shapes G ∈ VG. We denote the
feature representation extractor as Φ : R2 → Rd

(d = 1088 as shown in Figure 2). The extract
representation of S is Φ(S) = {Φ(p) : p ∈
S = {L0, L1, ..., Ln}}, where p is the sample
point on each of the polylines in sketch S. Each
vector shape G ∈ VG is similarly defined as
Φ(G) = {Φ(q) : q ∈ G}. We add the features
of the entire vector shape in this category to one
database DVG = {Φ(G0),Φ(G1), ...,Φ(Gn)}.

Correspondence optimization To match
correspondences for a sample point on S, we first
find the nearest neighbor of Φ(p) : p ∈ (S)
in DVG (the corresponding point might belong
to a different vector shape). However, if we use
this nearest neighbor as the corresponding point,
inconsistencies may arise among adjacent sam-
ple points, causing unsatisfactory visual effects.
Thus, we design a correspondence optimization
problem to further regularize the correspondence
field further. We compute the assignment function
f that assigns labels to each sample point p,
where p ∈ S, such that the labeling f minimizes
the following energy E(f):

E(f) = wdata ∗
∑
p∈S

D(p, fp) (1)

+ wsmoothness ∗
∑

p,q∈N

S(p, q, fp, fq),

(2)

where fp and fq are labels assigned to sample
points p and q, respectively, and N is the entire
set of neighboring sample points. We optimize
this function by using the multilabel graph-cut
algorithm proposed by Boykov [18]. We use the

May/June 2019 3



Department Head

Figure 1: Overview of our method on the example of beautifying the cat sketch. For preprocessing,
we collected a set of vector drawings (shapes) and extract their features using a PointNet as the
reference database. We (a) extract the features of the sample points of an input sketch. Then, we
(b) matched the sample points of the sketch to those in the vector shape reference database and
obtained correspondence. Finally, we (c) performed a deformation optimization with the established
correspondences, to transfer the visual merits from vector shapes to the input sketch. The orange dots
are the sample points of the input sketch, and the green arrows indicate the deformation direction (we
only show some of the sample points).

Figure 2: PointNet architecture for extracting
point features. The global feature representation
is obtained by max pooling. For each data point,
the final feature representation is obtained by con-
catenating global and local features (d = 1088).

entire collection of all nearest sample points as
the complete possible label set L. The E(f)
comprises two terms: data cost and smoothness.

Data cost. We measure the distance between
a sample point p and its nearest neighbor in the
feature space, as the data cost.

D(p, fp) = log(d(p,Φ(p))), (3)

Smoothness cost. This term measures the
spatial consistency of neighboring elements.

S(p, q, lp, lq) =

{
0, if lp = lq,

d(Φ(p),Φ(q))−1, otherwise
(4)

where we define the smoothness term by the
inverse Euclidean distance between p and q in
the feature space. With the smoothness term,
two adjacent sample points are likely to have
corresponding consistent labels. We use wdata = 1
and wsmoothness = 5 for all of the results shown in
this paper.

Sketch deformation
Using the matched points, we aim to deform

the sketch S into S∗ with the following two
objectives: appearance transfer : transferring the
appealing appearance of the vector shape to the
sketch, and maintain shape style: preserve the
original shape of S. Moreover, we formulate
the sketch deformation optimization problem as
follows:

E = Ef + λ · Es, (5)

where Ef measures the difference between the
feature representations of the sketch sample
points and their correspondence points, and Es

measures the local shape deviation of the de-
formed sketch relative to the original sketch. We
use λ = 10.0 to obtain the results discussed
in this paper. Our optimization focuses only on
updating the sample point position in a sketch;
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we do not introduce new points in the deformed
sketch S∗.

Appearance transfer The appearance trans-
fer goal is formulated as the problem of finding
the sketch S∗, where the representations of all
sample points (p∗ ∈ S∗) best match the corre-
sponding points q in DVG. Given a correspon-
dence pair K = (p, q) and the representation
function Φ, we want to obtain a new p∗ such
that the distance between Φ(p∗) and Φ(q) is
minimized (i.e., Φ(p∗) ≈ Φ(q)). The appearance
transfer term is then defined as:

Ef =
∑

(p∗,q)∈K

‖Φ(p∗ − Φ(q)‖22, (6)

where we compare the Euclidean distance be-
tween the point representation Φ(p) and the cor-
responding representation Φ(q).

Shape maintenance The deformation toward
the representation of the above-described corre-
spondence leads to variable results and is likely
to change the entire sketch. However, our goal
in sketch beautification is to improve the current
sketch, not to create a new one. To maintain the
original shape, we encourage the sample point p∗i
on the deformed sketch S∗ maintains its shape
relative to its neighbors. We use the Laplacian
coordinate [19] to describe the local shapes of the
sketch. For each sample point pi, we compute the
Laplacian coordinate as:

δ(pi) =
∑
pi∈S

1

2
(pi−1 − pi) +

1

2
(pi+1 − pi),

(7)

We formulate this problem usingthe following
term:

Es = (δ(p∗i ) · δ(pi))2 (8)

which essentially measures the deviation of the
1D Laplacian coordinate [19] before and after S
is deformed.

Because the feature extractor Φ is differen-
tiable, we can iteratively optimize Eq. 5 itera-
tively using the gradient descent method.

Result
We tested our method on various sketch cate-

gories, including cat, dog, and airplane, collected

from the Sketchy dataset [2]. We collected 20-50
vector graphics shapes for each category, from
websites such as https://www.flaticon.com. To
validate our method, we compared our results
with those of some existing alternative algo-
rithms, such as pure Laplacian smoothing [19]
and Cornucopia [15]. We generated results for
both methods by separately processing each poly-
line in the input sketch.

Variant of the proposed method We compared
our results to those obtained using a variant
of our method. Zitnick [11] proposed that the
appearance of the average of multiple instances
of the same written word or shape is usually
better than that of individual instances. Inspired
by this proposition, we designed a variant of
our method (Ouravg). First, we gathered all of
the sketches within a given category and built a
database of their features. For each sample point
p on the sketch to be beautified, we identified
the most k similar points N(p) in the database
by computing the cosine similarity between the
feature representations. We then used the average
of these k feature representations as the “transfer-
ring source”. More specifically, we changed the
target feature representation Φ(q) in Eq. (6) into
:

Φ(q′) =
1

k

∑
p̃∈N(p)

Φ(p̃) (9)

We show our example side-by-side with the
comparison results for cat (Figure 4), airplane
(Figure 5), and chair (Figure 6). In the figures,
we highlight the region where our method beau-
tifies the input sketch most effecitvely, in terms
of cleaner and sharper curves and better global
relationships. Across these categories, our method
and the variant method (Ouravg) both improved
local and global visual properties. As Zitnick [11]
suggested, the average representation of a sketch
can serve as a good reference to beautify it.
However, we designed a more straightforward
optimization problem based on informative neural
feature representations. By introducing visual ap-
pealing vector shapes, our method could further
beautify the input sketch, especially in terms of
global merits such as symmetry.
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Crowdsourced evaluation
We performed a crowd-sourced comparison

study to evaluate the visual quality of the sketches
produced by our method. We showed the crowd
workers an original sketch for each query, the
result obtained using our method, and the result
obtained using another method. We then asked
them to indicate the result that most effectively
beautified the original sketch. We designed a
survey composed of 16 queries. We used the
Amazon Mechanical Turk interface to conduct
the survey: each participant was shown the 16
queries (twice each and the order of presentation
was varied). We excluded inconsistent answers
by crowd workers from the analysis, for example
when a duplicated query was answered differently
or when over 25% of participants’ answers were
inconsistently. We report the result of 50 crowd
workers who passed the consistency check.

Specifically, we showed the participants the
original sketch, which was marked “A” and in-
dicated the sketch category. The two beautified
sketches were presented below the original and
marked “B” and “C”. We then asked: “Which
of the two sketches at the bottom, “B” or “C”,
beautifies the sketch “A” the most? The answer
options were “B” and “C”. For each category, we
randomized the assignment of the results of our
method and the other method to “B” and “C”.
The results are shown in Figure 3.
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Figure 3: The crowd workers’ preferences for our
method (green) and the other method (red) across
all queries.

However, there were also some limitations:
if there are no similar vector shapes in sketches
drawn from similar viewpoints, the perspective of
the resulted sketches will not be correct (see the
result for chair2 obtained using our method in

the second row of Figure 6). Because the variant
method (Ouravg) considers sketches drawn from
similar viewpoints, it achieved better results for
this case.

input oursCornucopia
Laplacian
smoothing our_avg

Figure 4: Beautification of cat sketches. Com-
parison of our results with those of Laplacian
smoothing [19], smooth polyline fitting [15], and
the variant of our own method (Ouravg).

Conclusions and Future Work
Our method can beautify sketches in a neural

feature space. The feature representation captures
both the local and global merits of vector drawing
shapes. Our novel optimization enables defor-
mations of the sketch toward visually appeal-
ing vector drawings. However, the representation
function is highly nonlinear owing to the complex
neural network layer stacks, complicating the
optimization of our objective function. Moreover,
because our method considers the global relation-
ship between different parts of the sketch, the en-
tire sketch is needed to extract a meaningful fea-
tures. Thus, a featurerepresentation function that
is more robust in describing unfinished shapes
is needed. Finally, with the rapid development
of deep learning methods for 3D point-cloud
processing, our method is compatible with the
latest feature extractor, e.g., PointNet++ [5] and
DGCNN [20].
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